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ABSTRACT

We describean approachto confidencesstimationthat at-
temptsto decouplethe contrikutions of the acousticand lan-
guagemodel componentgo speechrecognitionoutput. The
outputof the acousticmodelswhen decodingphonemess it-
self modelledusingHMM'’ s to producea setof modelswhich
we termmeta-models. Whenbenchmar&d against “standard”
methodfor assigningconfidence(the N-bestscore),the meta-
modelsgave a relative improvementof 6.2%. Furthermoreijt
appeardhat the N-bestand meta-modelgechniquesare com-
plementarybecauséhey tendto fail on differentwords.

1. INTRODUCTION

Systemswhich emplg/ speechrecognitionto facilitate a dia-
loguewith a userareincreasinglybeingdeplg/ed. As thetasks
which thesesystemsattemptto performautomaticallygrow in
compleity, it becomesmperatie thatthe systemrespondsn-
telligently to avoid a protracteddialogue.Confidenceneasures
associatea probability of correctdecodingwith eachoutput
item, which aidsthe systemto infer informationreliably from
the spoleninput andto requestonfirmationor repetitionof an
item only whenthereis insuficient confidencen its identity.
They canalsobe usedto facilitate adaptatiorof the spealkr’s
voiceto thesystem.

Many approacheso derving confidencemeasuregCM’s)
for wordshave beenbasedon using“side-information”derived
from the recognisersuchas likelihoods[6], differentdecod-
ings[5], numberof competitorsatthe endof aword [3] etc. In
our own experiencewe have foundthat measureshatperform
well onagivendecodedo notalwayswork whenusedwith an-
otherdecodereventhoughthe decodersnaybevery similarin
design.With theappearancef speechAPI’'sthatareeffectively
black boxes, we think that an approachthat relieslesson the
detailsof therecognisemightbe useful.

Theinitial objective in this andin previous work [4] is to
isolatethe languageandacousticmodellingcomponent®f the
recognisein orderto assesseparatelyhe evidencefor decod-
ing a particularsgmentof the speechasa sequencef words.
This approachpoints the way towards a system-independent
methodfor computinga confidencescore. Our approachis to
usea phonerecogniseiin parallelwith the word recogniseito
derive someindependeninformation (a similar approachwas
usedin [1,2]). In aprevious paper[4], we investigatedhe ef-
fectivenessof correlatingthe phonestringsavailable from the
word and phonerecognisersandalso of usingword hypothe-
sesformed from the phonerecognisemutput. Here, we have
extendedthis work by modellingthe errorsmadeby the phone
recognisewithin anHMM framework.
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A secondanpbjectie is to pravide a measurevhich is in
some sensecomplementaryto the currently most robust and
consistentechniquefor obtainingconfidenceneasuresthe N-
besttechnique Mostsystemsow provide“N-best’hypotheses,
which enableeasycomputationof a confidencameasurdor a
wordin ary hypothesisbasednits frequenyg of occurrencén
correspondingositionsin the otherhypothese§s]. TheN-best
confidencemeasureelieson the principle that the recognition
processoptimally incorporatesand implementscontextual ef-
fectsover the length of the utterancecombiningthe language
andacoustiomodellingcomponents.

The outline of the paperis as follows. We describethe
methodin section2 andthenin section3, outline the detailsof
thetrainingandtestingproceduresandthe datasetsused.Sec-
tion 4 is devotedto results,andwe endwith a brief discussion
andsummary

2. METHOD

For speechrecognition,we attemptto find the word sequence
w = wyWy...wy for which the probability P(w|A) is largest
amongall word-sequencesom the vocalulary V, conditioned
onthefront-endspeectsignalA. If wewrite P(w|A) as

P(w|A) = ZP(WIP)P(IO\A), 1)

wherep is anarbitrarysequenceérawvn from a discretealphabet
of phoneme®, we notethatthetwo termsin thesummandan

be estimatedrom a phonemeecognitionproblem.The second
termP(p|A) is usedin a phonemeclassificatiortask, while the

first term canbe estimatedusinga languagemodeland Bayes
theorem(seeequatiorb).

Eachphonemep € 2 is givenalist of dictionary“pronun-
ciations” which are the labels of the distinct hidden Markov
modelsP(Ajx— p+Y) usedby the completeword recognition
systemwherex— p+Y is atriphone(with appropriatecontext
monophonex andy). The transitionprobability betweenev-
ery pair of monophoness setequal. This arrangemenignores
word-internalphonotacticconstraintaswell aslexical (uni- or
bi-gram)probabilitiesvhicharecombinedn theword decoding
task. Thephonesequenc := p1pz. .. pn is choserfor which
P(p|A) is largerthanfor ary othersuchsequence:

' P(p|A) )
Theright-handside of equation(1) involvesa sumover all se-

quence®f phonemesiravn from the alphabetP. As away of
isolatingtheword-dependergrobabilitieg(inter-word, givenby

p* = argmax,



thelanguagenodel,aswell asword-internalphonotactics)ywe
approximateeq(1)by

P(w|A) ~ P(w|p*)P(p*|A). ®)

A comparisorof this outputwith thereferenceranscription
providesanassessmenif theglobal(averagedverall contets)
performanceof the acousticcomponenbf the recogniseras a
phonemelassifier (Thismaybeviewedasa “prior” thatcanbe
incorporatedvith theacoustigqrobabilitiesfor eachwordin the

recognitionlattice for the full word recognise) The phoneme

confusionmatrix obtainedthus encodeshe probability of the

actuallyuttered(referencephoneme, giventhatthe decoded

phonemewasp*, P(referenceg|decodedp).

If we performthephonemicxpansiorof theword-stringw
asT(w) =mTh...Ty (eg. forwshe had your ..., Ti(w)
issh iy hh ae d y ao...), wecannow approximatesq
(1) by replacingtheright-hand-sidef eq(3)by

P(w|A) ~ P(T(w)|p") P(p"[A). 4)

We can evaluate the probabilitiesto go back and forth
betweenthe phone stream for the referencetranscription
™ (W)T(W) ... Tiy (W) andthe decodedbne pip5 ... pf, asthe
productof probabilitiesof makingsubstitutionsinsertionsand
deletions, P(T|p;"), P(—|pj) and P(15|—). Instead,we re-
gardthis problemwithin a generatie framewvork, and rewrite
P(m(w)|p*) usingBayes'rule

P(p” [w)P(w)
P(p*)
(Note, that the above is strictly true only if thereis one pro-
nunciationper word, i.e., this requiresthat we find the most
appropriatepronunciationwhile training.) Our objective being
confidenceestimationand not word recognition,we constrain
thelexical probabilitiesto coincidewith thoseusedin theword
recognitiontask,andthisincludesthepowera in P(w)?. In em-
beddedBaum-Wélch re-estimationa chainof statess formed
by linking HMMs in arow. As aresult,thetransitionprobabil-
ities betweerHMMs (thosecorrespondingo the edgedinking
the in andout states)are averagedover all occurrence®f the
phonemesdn thecorpus.Thescalefactora is includedto over-
ride this effect, andis tunedto optimiserecognitionaccuray.

We cannow extractthe “confusionprobabilities”from

P(p|m(w)) (6)

within a hidden Markov model framevork. Sincep* is ob-
tainedfrom thephonemiclassificatiorperformedy theacous-
tic models,the probabilitiesin equation(6)model the perfor
manceof the acousticmodelsusedfor recognition.Hence ,we
termthemmeta-models.

Eachphoneméhasmorethanonestateassociatedvith it in
theunderlyingMarkov chain.Sincetheoutputof aphonerecog-
niseralwayscontainamary morediscreteoutputsthanthenum-
berof phonemeén thereferencewvord string, thereareenough
referenceokenswith which to align the outputstream. Inser
tions are thus easily modelled,while deletionsare accommo-
datedif the numberof output phonemesexceedsthe number
for referencephonemesn the framevork of embeddedaum-
Welch re-estimation. The discreteoutput probability distribu-
tionsof thehiddenMarkov modelencodéhe substitutiorprob-
abilities, P(decoded-phong? [reference-statef ). Figure(1)
is aschematiacepresentationf the method.

P(m(w)|p*) = 5)
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Figurel: Schematidiagramfor the estimationof meta-models
from the discretgphonemimutputof recogniserp* startsoff as
ch er ax hh while (w) beginswithsh iy hh.

Oncethesemeta-modelfhiave beenestimatedwe canper
form aViterbidecodingo obtainanotheiN-bestlist of hypothe-
sesfor the bestword-stringsthat matchthe phonemeoutputof
the unconstrainegghone-recogniseSinceour objectie in this
paperis not so muchrecognitionas confidenceestimation,we
shallultimatelydoall our calculationswith thevalueof a setby
therequiremenof obtainingthebestrecognitionin thefull con-
tinuousspeechrecogniser We tag the wordsthat are decoded
by the speechrecogniseras corrector incorrectdependingon
whetherthey appear more than once in the top 100 decodings
of themeta-modetiecoder

To summarizethe method,we take asinput the decoded
phonemestreamfrom a phonerecognisefeq(2))andtrain dis-
cretehiddenMarkov modelsusingembeddedBaum-\Welchre-
estimation. For testdata, which is (again)a phonemestream
from a phonedecoderwe find N-bestword stringsthat maxi-
mize the left-handside of eq(3). We thenfind the numberof
occurrencesf the decodedvordsfrom theword recogniseto
seta confidenceag.

3. DATA

3.1. Speechrecogniser

Our baselinerecognisethasbeentrainedon speechdatafrom
theWSJCAMOdata-setisingmainly "standard"techniquesm-
plementedn the EntropicHTK package.The specification®f
therecogniseareasfollows:

1. Trainedon the speakr-independentraining setsi _t r
of WSIJCAMO(92 talkers,~ 90 utteranceperspealer)

2. Numberof wordsin vocahulary ~ 20000

3. Bigramlanguagemodel(trainedon 60M wordsfrom the
North Americanbusinessiens corpus) perpleity ~ 160

4. 3500 statescreatedby tree-clusteringvord-internaltri-
phones8 Gaussiammixturecomponentper state

5. 3-statdeft-to-rightmodels

6. Testsetused:the speakrindependentevelopmentset
si _dt in WSJCAMO,~ 1800utterances

7. Currentperformance74.0%correct,68.2%accurate.



3.2. Meta-model confidencemeasue

1. Trainedonrecognitiorperformancef ~ 1400utterances
of 15 speakrsfromthesi _dt testsetchoserabose

2. 2- and3-statehiddenMarkov modelswith skips,to cap-
ture substitutionsand insertionsand deletions;discrete
outputprobabilityfunctions

3. Testedon ~ 400 decodedutterance®f 5 speakrsalso
fromsi _dt setabove.

3.3. N-bestconfidencemeasure

1. Partitionthe ~ 1800decodedutterancegrom si _dt in
thesameway asfor themeta-modetonfidencaneasure

2. Set thresholdfor acceptance/rejectioby maximising
tagging(of correct/incorrectlecoding)accurag on the
trainingset

4. RESULTS

We presentthe resultsfor the confidencescore using meta-
modelsin tandemwith thoseobtainedusing N-best. This will
give anindication of the merits of this method,andalsoindi-
catewaysin which the methodcanbe improved. A measure
basedon guessingevery word as correctwould give a tagging
error equalto the baselinerecognitionerror of the recogniser
which is 31.8%. The confidencetaggingerror for the N-best
measuras 23.9% (24.8% improvementin taggingerror) and
for the meta-modemeasurds 21.9% (311% improvementin
taggingerror). On the subsebf wordsfor which bothmeasures
gave atag (someof the utteranceiles hadto be discardecdbe-
causehepruningthresholdgor recognitionweresettootightly)
we list the performancén the Table1 below.

meta-modelC | meta-modell
N-best C 4413 1120
N-best | 1225 463

Table1: Comparisorof confidencaneasures.

Table 1 lists the numberof wordstaggedcorrectly (C=tagged
correctfor correctdecoding taggedincorrectfor incorrectde-
coding)or incorrectly(I=taggedcorrectfor incorrectdecoding,
taggedncorrectfor correctdecoding¥or eachof thetwo confi-
dencemeasuresFor example,thereare 1225wordswhich are
mis-taggeddy N-best,but correctlytaggedby the meta-model
confidencemeasure.lt is promisingthatonly 463 of the 7221
wordslistedabore weremistaggedy bothmeasuresndicating
an upperboundof 6.4% taggingerror over the baselineguess-
ing measurg31.8% error) possibleby somecombinatiorof the
two features.A further breakdavn of thesefiguresin orderto
comparethe performancef eachtag-pairis given belaw.

N-besttag | meta-modetag | probC% | probl%
C C 91.8 9.2
C I 50.3 49.7
[ C 59.2 40.8
| | 14.5 85.5

Table2: Percentagef correctandincorrectwords(columns3
and4) comparedvith predictionof two confidencaneasures.

Table 2 shavs that when both confidencemeasuresag a
word ascorrectthereis a91.8% chancehatthewordis correct.
Corversely whenboth tag incorrect, thereis a 85.5% chance
thattheword s incorrect.

We alsoplottedrecever operatingcurvesfor theN-bestand
for themeta-modetonfidencenethodsThisis shavn in Figure
(2) belon. Notethatthe meta-modelapproactdoesnot elimi-
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Figure2: Falseacceptancegs. falsealarmsat differentthresh-
olds. Thedotsarefor the meta-modebperatingpointswhereas
thepluseg(+) arefor N-best.

natefalsealarmsentirely becauseot all thewordsin the word
recogniseputputstringappeain theword stringshypothesized
by the meta-modelpluslanguaganodel.

5. DISCUSSION

We have describeda methodof obtaininga confidencescore
on wordsoutputby a recogniseiby modellingthe outputfrom
a parallel phonemerecognisemwith a “higherlevel” HMM to
placeaprobabilityonthecorrectnessf eachdecodeghoneme
beingcorrect. Theresultingconfidencemeasuraes a little bet-
ter thanthatobtainedusingthe N-besttechniquewe have been
usingasabenchmark An olviousway in which this work can
be extendeds to combinethe two methods.However, ananal-
ysis of the figuresin Table 2 shavs that using the tagsfrom
thetwo classifiersandmarkingwordsas’C’ or’l' accordingo
columns3 and4 of thetablegivesanimprovementof only 0.5%
over the performancebtainedusingmeta-modelslone. How-
ever, the factthatthereis considerabléndependencbetween
thetwo classifierdn thetagging(asshavn in Table1) suggests
thattheoutputscouldbeusedtogetheiin aschemeéhatrelieson
further information abouteachclassifierdecision. In both the
meta-modelandN-bestscore,we only countedthe frequeny
of occurrenceof the words, not the probabilities. The differ-
encedn log-likelihoodsbetweerthe hypothesesmight give not
justamoreaccurateconfidenceaneasurebut also,thesescores
might provide more useful cluesfor combiningthe featuresof
thetwo approachesutlined.
Theapproactdescribedherehasfocussemn examiningthe
performancef theacoustiomodelsto provide confidencemea-
sures. In line with our philosophyof decouplingthe acoustic
andlanguagemodellingcomponent®f the recogniserwe are



currently examining the semanticcoherenceof the words de-
codedasa meansof obtainingconfidencean approactthatis
complementaryo the subleical focusof thiswork.
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