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Abstract

We address the problem of predicting pauses between the words
in a sentence, which is of considerable interest for text to speech
systems. In doing so, we show that the performance of both
a generative classifier (naive Bayes, NB) and a discrimina-
tive classifier (maximum entropy, ME) can be significantly en-
hanced by application of the generalised probabilistic descent
(GPD) algorithm. The features used for prediction of pauses
in sentences are both local (derived from the neighbourhood of
a word juncture) and global (derived from a parse tree of the
sentence). We first compare the results of using the NB and
ME classifiers on these features, and then develop the theory
required for applying GPD to these classifiers. We show that
GPD is particularly suitable for application within the maxi-
mum entropy framework and increases very significantly the
discriminative power of both the NB and ME classifiers. The
F-score of 81.2% obtained after application of GPD to an ME
classifier is believed to be the best performance obtained on the
Boston Radio Corpus.

1. Introduction
Our goal in this work is to predict the location of pauses (breaks)
within an utterance to be spoken by a text-to-speech (TTS) sys-
tem. For present purposes, we have focused on classifying a
juncture between two words in a sentence as being either a break
or a non-break—a good solution to this problem is important for
TTS systems. Although it is clear that some sentences require
semantic and pragmatic analysis to determine pause placement,
previous work (e.g. [2]) has shown that good accuracy is pos-
sible using a pattern classification approach. The arguments for

and against using discriminative rather than generative classi-
fiers are well-known. The principal attraction of using the for-
mer is that there is rarely enough data to estimate an accurate
generative model, and in this situation, it has been shown that
discriminative classifiers will outperform generative classifiers
[11]. Generalised probabilistic descent (GPD) is a discrimina-
tive algorithm that has been extensively studied and used, es-
pecially in the field of speech recognition and related areas [7].
GPD is an adaptive, gradient-based procedure that aims to min-
imize the classification error on the training-set. It provides a
general framework for iteratively adjusting the parameters of a
model in such a way that performance on the training-data in-
creases. GPD has been applied to applications such as speaker
recognition [10], call-routing [8] and phoneme recognition [5].
The performance obtainable from GPD depends on the underly-
ing model used for classification. In many practical tasks, there
is little choice available for the underlying model used, but in
cases where choice is available, the interaction of the model
with the GPD procedure is an interesting question. In this pa-
per, we examine the effect of adapting the parameters of a gen-
erative classifier (Naive Bayes) and a discriminative classifier
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mum entropy) using GPD.

s natural to adapt the parameters of a generative model,
s NB, using a discriminative approach (see, for instance,
here logistic regression was used to adapt the parame-

f an NB classifier). However, it may seem surprising to
the parameters of an ME model, since ME is already a

minative model, as it models the class posteriors directly.
ver, different criteria can be used to achieve discrimina-
odelling. The ME model is based on the premise that the
ssumption for the probability distribution of the data is
stribution that maximises the entropy subject to the con-
ts specified in the data, and features in ME are estimated
these twin constraints. This may be viewed as a “softer”

ach to discrimination than GPD, which estimates features
irectly minimise the error on the training-set data (an ap-
h known as minimum classification error, MCE [7]). Our
tion is that the features estimated using the “soft” dis-
ative approach of ME may be a better starting-point for
plication of GPD than features derived from a generative
l.

. Maximum entropy framework and
features

mon with other applications of maximum entropy (ME)
ques for language processing, we define a context to be a
attributes derived from words around a juncture—in our
the context extends from two words before the juncture
word after the juncture. We use “attribute” rather than

re” to describe the information derived from the neigh-
ood of the juncture to avoid confusion with the defini-
f an ME feature given in equation 1. A contextual pred-
(cp) has a value of either true or false for a given con-
nd encapsulates some information that is believed to be
for the classification task. For instance, suppose the set

ibutes for a given juncture are part-of-speech (PoS) tags
two words before the juncture and the PoS tag for the

after the juncture, and that for this juncture, the set is
JJ, NN}. Then for this context, the cp “PoS1=‘DT’ AND
‘JJ”’ has the value true, whereas the cp “PoS3=‘NNP”’

e value false. The contextual predicates are used for clas-
ion by defining features. Let the set of classes be denoted
{y1, y2, . . . , yNcl} and the set of observed contexts in

ining data be x = {x1, x2, . . . , xNcon}. Then a feature
ned as

fcp,y′(x, y) =

{
1 if y = y′ and cp(x) = true

0 otherwise
(1)

that this use of “feature” differs from the use usually
in pattern recognition, where features are independent of
Under the maximum entropy framework, the conditional

bility of a class y given an observed context x is modelled



as

Pr(y|x) =
1

Z(x)
exp

⎛
⎝Nf∑

j=1

λjfj(x, y)

⎞
⎠ , (2)

where λj is a weight applied to each feature and Nf is the num-
ber of features. The term

Z(x) =
∑

y

exp

⎛
⎝Nf∑

j=1

λjfj(x, y)

⎞
⎠ , (3)

is a normalising term to ensure that
∑

y Pr(y|x) = 1. Train-
ing consists of estimating values of λj that are both consis-
tent with the observed training-data and that maximise the con-
ditional entropy H(p) =

∑
x,y Pr(x) Pr(y|x) log Pr(y|x).

There are several ways in which this can be done, and in these
experiments, we used the Generalised Iterative Scaling (GIS)
algorithm—see [1] for details. Classification of an unlabelled
juncture is done by assigning it to class y∗ where (in this two-
class case) y∗ = argmax{Pr(y1|x), Pr(y2|x)}. For a more
comprehensive introduction to the ideas of maximum entropy
in language processing, see [1, 13]

3. Naive Bayes framework
The naive Bayes (NB) classifier uses the same attributes
as are used in the ME classifier. The probabilities
Pr(context = xi|class = yc) are estimated as products of the
conditional probabilities of the attributes. A typical conditional
probability is estimated using Laplace smoothing as

Pr(attribute = aj |class = yc) =
#(aj , yc) + 1

#(yc) + 2
, (4)

where #(aj , yc) is the number of joint occurrences of attribute
aj with class yc and #(yc) is the number of occurrences of class
y. Hence the probability of class yc given a set of attributes
within a context c is

Pr(yc|x) = Pr(yc)

Nj∏
j=1

Pr(a = aj |y = yc) c ∈ 1, 2 (5)

For classification, juncture i of unknown classification is as-
signed to class c∗ where y∗ = argmax{Pr(y1|x), Pr(y2|x)}.

4. Generalised Probabilistic Descent
Applied to ME and NB

We assume that the GIS algorithm has been applied to the
training-data to produce a set of Nf features and their corre-
sponding weights λ1, λ2, . . . , λNf . Suppose that the i’th junc-
ture in the training-data has class yc(i), c(i) ∈ {1, 2}. Let ri be
the ratio

ri =
Pr(yc̄(i)|x)

Pr(yc(i)|x)
(6)

where yc̄(i) is the incorrect class. Let

li = log(ri) = log(Pr(yc̄(i)|x)) − log(Pr(yc(i)|x)). (7)

Then li < 0 if the juncture is correctly classified and li > 0 if
the juncture is mis-classified. We might seek to estimate values
of the λi that minimise li, but in practice, this tends only to
further decrease li’s that are already negative and leads to little
improvement in classification. Instead, we use the logistic

zi =
1

1 + e−γli
γ > 0 (8)
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sform the li’s, which also has the important property of
differentiable. In equation 8, zi → 1 for positive li, zi →
negative li, and the higher the value of γ, the sharper the
tion around 0.5.

eights are adjusted iteratively according to

λt+1
i = λt

i + δλi (9)

δλj = −ε
∂zi

∂λj
ε > 0 (10)

e weights are moved in the direction of the negative gra-
according to an empirically chosen learning rate ε. Now

∂zi

∂λj
=

∂zi

∂li

∂li
∂λj

, (11)

can be shown that

∂zi

∂li
= γzi(1 − zi). (12)

equations 2 and 7, we see that

li =
∑

j,y �=yc(i)

λjfj(x, y) −
∑

j,y=yc(i)

λjfj(x, y) (13)

∂li
∂λj

=

{
fj(x, y) if y �= yc(i)

−fj(x, y) if y = yc(i).
(14)

fj(x, y) = 1 if a feature is “active”, the update equation

∂zi

∂λj
=

{
γzi(1 − zi) if y �= yc(i)

−γzi(1 − zi) if y = yc(i).
(15)

e from equations 15 and 10 that equivocal classifications,
ich li ≈ 0, give the maximum adjustment to the λj’s in
propriate direction. Note also that because of the expo-
l form of the dependence of the conditional probabilities
weights (equation 2), the derivative of equation 14 is par-

rly simple to derive and compute.

apt the NB weights using GPD, we again form the log of
elihood ratio of the incorrect class to the correct class for
h juncture, equation 7. For the NB classifier,

yc|x)) = Pr(yc)

Nj∏
j=1

Pr(a = aj |y = yc) c ∈ 1, 2

(16)
t

li = log(Pr(c̄(i))) − log(Pr(c(i))) +

Nj∑
j=1

log(Pr(a = aj |y = yc̄(i))) −

Nj∑
j=1

log(Pr(a = aj |y = yc(i))). (17)

ing Pr(a = aj |y = yc(i))) as Pj ,

∂li
∂Pj

=

{
1/Pj if y �= yc(i)

−1/Pj if y = yc(i).
(18)

leads to the update equations

∂zi

∂Pj
=

{
γzi(1−zi)

Pj
if y �= yc(i)

− γzi(1−zi)
Pj

if y = yc(i).
(19)



5. Experiments and Results
The Boston Radio News Corpus [12] annotated to the full ToBI
specification [15] was used for these experiments. This was di-
vided into a training set of 13,754 words (3,437 breaks) and
a testing-set of 15,333 words (3,894 breaks). Since the inten-
tion was to classify breaks/non-breaks, word junctures labelled
as level 3 or above were considered to be breaks, and junc-
tures with a lower level of labelling were considered to be non-
breaks.

The principal attributes used for determination of the class of a
juncture are the part-of-speech (PoS) tags of the words around
the juncture. Most PoS taggers use over 40 tags, many of which
are likely to introduce noise rather than being useful for the
task of prosodic phrase break prediction. In [14], we describe
a technique that both reduces the number of tags (typically to
about 7–8) and increases the accuracy of break prediction. This
reduced tag-set was used throughout these experiments. The
other attributes are derived from a parse of the sentence using
the Collins parser [4]. The attributes used to characterise a junc-
ture are as follows:

1. A1: Parse depth (positive integer)
2. A2: Size of the largest phrase ending with the current

symbol (positive integer)
3. A3: Whether the juncture is in a major phrase or is not

in a major phrase (Boolean)
4. A4: PoS tag of word 3 words before juncture (positive

integer)
5. A5: PoS tag of word 2 words before juncture (positive

integer)
6. A6: PoS tag of word before juncture (positive integer)
7. A7: PoS tag of word after juncture (positive integer)

If each attribute is considered independently and is either used
or not used in the classification process, there are 27 = 128
possible attribute combinations. However, attributes can also
be combined to in the formation of a feature: for instance, if at-
tributes A1 and A2 are used, we can form contextual predicates
of the form: cp1: “A1 = x”; cp2: “A2 = y”; cp3: “A1 = x
AND A2 = y” (where x and y are positive integers). All possi-
ble combinations of attributes were used in these experiments.

In forming the ME weights, the GIS algorithm was iterated until
the difference between the ME model of the conditional prob-
abilities and the conditional probabilities as estimated from the
data was below some threshold (typically 20–30 iterations). For
discriminative training, a range of values of ε and γ were exam-
ined: best results were obtained with ε = 0.1 and γ = 8. Train-
ing was iterated until no improvement in classification perfor-
mance was observed, typically 5–10 iterations.

We use F -score [3] to measure performance. The F -score
effectively balances insertion errors (non-breaks identified as
breaks) with deletion errors (breaks identified as non-breaks).
It is calculated as F = 2PR/(P + R), where P = precision
and R = recall are defined as

P =
# breaks correct

# breaks predicted
R =

# breaks correct
# breaks in testing-set

. (20)

As a baseline, we measured performance using punctuation
to demarcate breaks. Any occurrence within a sentence of a
comma, colon, semicolon, question mark, exclamation mark,
bracket (open or closed) quotation mark (open or closed) was
marked as a pause. The result was P = 95.83%, R = 35.41%,
F = 51.72%, reflecting the fact that nearly all punctuation does
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n. much Table 1 compares the performance using (a) NB
bilities, (b) ME weights, (c) NB probabilities after GPD
tion and (d) ME weights after GPD adaptation, using ten
nt sets of attributes that were selected because they gave

performance using either the ME weights, or the NB prob-
es, or both. Figures in bold indicate the best performance

F-score
ibutes NB ME NB probs. ME weights

probs weights +GPD +GPD

45.73 62.68 54.07 62.68
36.31 70.70 56.83 78.91

7 37.86 67.46 71.91 79.36
6,7 26.24 69.43 69.31 80.17
6,7 18.20 68.36 74.67 79.29

24.51 68.68 64.00 80.20
7 15.73 69.31 67.60 80.48
6 21.72 68.24 65.45 80.04
6,7 15.63 68.78 55.70 81.20
6,7 24.99 68.76 68.48 80.10
AN 26.69 68.24 64.80 78.24

1: Performance of NB probabilities and ME weights on
nt attribute combinations before and after application of

articular technique. Comments on the results:

No untransformed NB result is above the baseline given
by using punctuation (F = 51.72%), whereas all other
results are above it.

Using untransformed naive Bayes probabilities gives
much worse performance in all cases than using untrans-
formed ME weights. In general, as the number of at-
tributes used increases, the NB performance decreases,
indicating that the NB assumption of independence of
features is not justified. However, the ME results are
much more consistent over the attribute combinations,
suggesting that ME learns appropriate weightings for the
attributes used.

For all attribute sets, performance after applying GPD to
both the NB probabilities and the ME weights is consid-
erably higher than on the untransformed probabilities or
weights. Using “juncture error” as a metric rather than
F -score, if any result chosen from column two of Ta-
ble 1 is compared with any result chosen from column
four, application of McNemar’s Test [6] shows that the
difference in performance is statistically hugely signif-
icant. The same applies to any pair of results chosen
from columns three and five respectively, except for the
first entry in these columns.

Best performance was obtained after applying GPD to
the ME model that used attributes 2,3,6 and 7. Using
these features, 4.93% of non-breaks were mis-classified
and 23.33% of breaks.

instructive to examine some of the junctures on which the
thm made errors. Shown below are six examples of errors
by the algorithm: the symbol ∇ denotes an actual break
as mis-recognised as a non-break and � a non-break that
is-recognised as a break.

may be the most important appointment ∇ Governor Michael



Dukakis makes during the remainder � of his administration and one
of toughest.

2. As WBUR’s ∇ Margo Melnicove reports.....

3. Democratic Governor Michael Dukakis fulfilled a campaign promise
to de-politicize ∇ judicial appointments.

4. That year ∇ Thomas Maffy, now president of the Massachusetts Bar
Association, was...
5. Hennessy is the S.J.C.’s ∇ thirty-second chief justice.
6. Kassler says, unlike the Federal ∇ Supreme Court, there’s no litmus
test on particular issues that Massachusetts high court nominees must
pass.

The above suggests that it is surprising that many of the breaks
that were mis-recognized as non-breaks (B→NB, about 2/3 of
the errors) are actually breaks: for instance, the B→NB mis-
recognitions in examples 1, 2, 3 and 5. They reflect the na-
ture of the data, which was news reports broadcast over the
radio. Because their scripts are “semantically dense”, news-
readers tend to read slowly with pauses before or after seman-
tically important words to emphasise them. Although the clas-
sifier was trained on this material, it may be that the resulting
phrases have less correlation with parse constituents than natu-
rally spoken phrases and so they are harder to spot. However,
the B→NB errors in examples 4 and 6 are examples of breaks
that require deeper processing. In example 4, there is a break be-
fore “Thomas Naffy” because the phrase “that year” functions
in the same way as “yesterday” or “today”, but the parser failed
to separate it from the following name, and no examples of “that
year” occur in the training data. Example 6 shows how semantic
and long-range considerations are used by humans when plan-
ning the sentence prosody. The break after “Federal” is to em-
phasise the word in order to contrast it with “Massachusetts”, as
the sentence is comparing the two court systems. This clearly
requires an understanding of the long-range sentence structure
and the semantics of contrasting concepts that is beyond what
is implemented in this classifier. Analysis of the non-breaks
classified as breaks (NB→B, about 1/3 of the errors) reveals
various kinds of error, the most common being a tendency to
over-segment longer constituents (e.g. “And he says � there’s
ten million dollars from bond sales”) and to be unaware of col-
locations (e.g. “drink � and drive”, “cider � and beer”). But in
general, the NB→B errors mostly appear to be capable of being
fixed using syntax, in contrast to many of the B→NB errors,
which require semantic processing.

6. Discussion
In this paper, we have applied the generalised probabilistic de-
scent (GPD) algorithm to adapt the parameters of both a naive
Bayes (NB) and a maximum entropy (ME) model on the task
of classifying the junctures between words in an utterance to
be spoken by a text-to-speech (TTS) system as either breaks
or non-breaks. In both cases, application of GPD gave a sub-
stantial increase in performance. The best result (F = 81.2%,
juncture-error = 10.24%), obtained using GPD applied to ME
weights, is considerably higher than the best result reported in
[14] of 13.10% juncture error using a reduced PoS tag-set and
trigrams, which at that time claimed to be state-of-the-art. We
hope that this work will motivate more work in understanding
the relationship between ME and GPD discrimination and in
applying the algorithm to language processing tasks.
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