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Abstract

This paper is concerned with automatic speech recognition (ASR) for accented speech. Given a small amount of speech from a new speaker, is it better to apply speaker adaptation to the baseline, or to use accent identification (AID) to identify the speaker’s accent and select an accent-dependent acoustic model? Three accent-based model selection methods are investigated: using the ‘true’ accent model, and unsupervised model selection using i-Vector and phonotactic-based AID. All three methods outperform the unadapted baseline. Most significantly, AID-based model selection using 43s of speech performs better than unsupervised speaker adaptation, even if the latter uses five times more adaptation data. Combining unsupervised AID-based model selection and speaker adaptation gives an average relative reduction in ASR error rate of up to 47%.
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1. Introduction

A major limitation of hidden Markov model (HMM) based approaches to ASR is the difficulty of adapting to new speaker populations, because of the need for a significant quantity of representative speech data for model parameter adaptation. One approach is to try to exploit predictable, systematic variations in speech that characterise the population. Gender and accent have been identified as the primary sources of variation in speech [1]. Although the acoustic components of ASR systems often factor out gender, accent has proved difficult.

In [2], Wells defines ‘accent of English’ as “a pattern of pronunciation used by a speaker for whom English is the native language or, more generally, by the community or social grouping to which he or she belongs”. This differentiates accent from dialect, which includes the use of words or phrases that are characteristic of that community. It includes varieties of English spoken as a first language in different countries (for example, US vs Australian English), geographical variations within a country, and patterns of pronunciation associated with particular social or ethnic groups.

The remainder of the paper is concerned with adaptation to a new user’s regional accented British English speech, given minimal speaker-dependent training material. The focus is on acoustic, rather than pronunciation, modelling (although a complete solution will clearly involve both). Although the work targets British English it is very likely that the techniques described are applicable to accented speech in other languages.

It has been shown that with 43s of speech an individual’s accent can be determined with 95% and 81% accuracy with supervised (ACCDIST) [3] and unsupervised (i-Vectors) [4] AID, respectively. Thus, a possible solution is to use AID for accent-dependent ASR model selection. This raises a number of questions. Is it better to use the “true” accent of the user (if it is known) or the result of AID, and how sensitive is the resulting ASR accuracy to AID accuracy? Also, do significant differences result from using phonotactic or i-Vector based AID?

In this paper we demonstrate that by using state-of-the-art, text-independent, unsupervised AID methods, it is possible to select effective accent-specific models for ASR. Although the AID systems do not give perfect accent classification, they are reliable enough to improve ASR error rates by a wide margin. The distinct advantage, apart from improved ASR performance is that the AID step is unsupervised and does not require any transcription. Furthermore, the results obtained are in most cases on a par with adapting an ASR system based on knowing the “correct” accent for an utterance. A relative reduction in error rate of 44% is obtained from unsupervised selection of accent-dependent models compared with the baseline system. Moreover, the resulting ASR accuracy is almost unaffected by the inherent error margin of the utilized AID systems. Finally, it is shown that unsupervised AID-based model selection outperforms unsupervised speaker adaptation, even if the latter is given five times more training data. The relative reduction in error rate goes up even further to 47% when AID-based model selection is combined with unsupervised speaker adaptation.

2. Previous work

Just as the term “accent” covers a range of phenomena, “accent adaptation” refers to a number of different problems in the ASR literature. Considerable research has been reported but comparisons are difficult because of this diversity. Approaches include accent-specific pronunciation adaptation [5, 6, 7], accent-independent acoustic modelling incorporating multi-accent training [8], integration of accent into HMM decision-tree tri-phone clustering [8], knowledge- and data-driven acoustic model adaptation [9, 10, 11], SGMM and tandem features [12] feature based adaptation [13], the use of accent discriminative acoustic features [14], and selection of relevant training material from existing corpora [15, 16]. It is also possible that new approaches to ASR based on Deep Neural Networks (DNN) [17, 18] will go some way towards accommodating accent-related variation.

3. The ABI speech corpus

The Accents of the British Isles (ABI) speech corpus [19] represents 13 different regional accents of the British Isles (Table 1), and standard (southern) British English (see). For the purposes of the ABI corpus, regional accented speech was defined as speech of individuals who had lived in the region since birth. The speakers were selected by a phonetician. Each of 285 subjects read the same 20 prompt texts. The experiments...
in this paper focus on a subset of these texts, namely the ‘short passages’ (SPA, SPB and SPC), the ‘short sentences’ and the ‘short phrases’. These are described below:

- ‘SPA’, ‘SPB’ and ‘SPC’ are short paragraphs, of lengths 92, 92 and 107 words, respectively, which together form the accent-diagnostic “sailor passage”. The recordings have average durations 43.2s, 48.1s and 53.4s.
- ‘Short sentences’. These are 20 phonetically balanced sentences (e.g.”Kangaroo Point overlooked the ocean”). They are a subset of the 200 Pre-Scribe B sentences (a version of the TIMIT sentences for British English), chosen to avoid some of the more ‘difficult’ of those sentences, whilst maintaining coverage (146 words, average duration 85.0s).
- ‘Short phrases’ are 18 phonetically rich short phrases (e.g.”while we were away”) containing English phonemes in particular contexts in as condensed form as possible (58 words, average duration 34.5s).

### 4. Automatic speech recognition

#### 4.1. Baseline speech recognition system

Our baseline British English speech recognizer was built using HTK [20]. It is a phone-decision tree tied-tripe HMM based system with 5500 tied states, each associated with an 8 component Gaussian Mixture Model (GMM). It was trained on the SI training set (92 speakers, 7861 utterances) of the WSJ-CAM0 corpus of read British English speech [21]. The feature vectors comprise MFCCs 0 to 12, plus their velocity and acceleration parameters. We used the British English Example Pronunciations (BEEP) dictionary [21], extended to include all of the words in the ABI corpus. The experiments reported in this paper use a weighted combination of the 5k WSJ0 bigram language model and a bigram language model based on the ABI corpus, so that for a given bigram \( b \), \( P_{\text{comb}}(b) = \lambda P_{\text{ABI}}(b) + (1 - \lambda)P_{\text{WSJ0}}(b) \). The choice of \( \lambda \in [0,1] \) was determined empirically as 0.175, so that the bigram probabilities are strongly biased towards WSJ0. With this bigram language model we achieve similar error rates of 10.4% on the WSJCAM0 test set and 10% on the ABI see test set. The same dictionary and grammar were used in all experiments.

#### 4.2. Adaptation

##### 4.2.1. Unsupervised speaker adaptation

For each speaker we conducted unsupervised (transcription from WSJCAM0 baseline ASR) MLLR speaker adaptation with 48.1s (SPB), 101.5s (SPB+SPC), 136s (SPB+SPC+’Short phrases’) and 221s (SPB+SPC+’Short sentences’+’Short phrases’) of speaker-dependent data (Section 3).

#### 4.2.2. Accent adaptation

For each subject in the ABI corpus, the SPA recording (section 3) was used as test data, and a gender- and accent-dependent model was created by applying supervised MLLR accent adaptation to the baseline WSJCAM0 system. Adaptation used the SPB, SPC, ‘short sentences’ and ‘short phrases’ (section 3) data from 9 other subjects with the same gender and accent as the test speaker (approximately 31.5 minutes of speech).

### 5. Regional accent identification

We perform model selection for ASR based on two AID methods - both of which are popular for language/dialect/accent identification. These AID methods do not require any transcription of the data. The i-Vector AID method is based on plain acoustic features, whilst the phonotactic AID method is based on acoustic-phonetic features. In the next subsections, we give an overview of how each system is constructed.

#### 5.1. i-Vector AID

Our first AID system is based on i-Vectors, a technique introduced in [22] for speaker verification. This technique has also been proven to work well in language identification [23]. In previous work [4, 24], the i-Vector classification framework was also utilized for AID on the ABI corpus. An i-Vector AID classifier is based on a configuration determined by the size of the universal background model (UBM), the number of factor dimensions for the total variability subspace, as well as the various compensation methods to attenuate within-accent speaker variability. The results obtained in [4] suggest that the best results are not obtained by selecting a particular triple configuration, but rather to treat all possible configurations as ‘weak classifiers’, utilizing them in a fusion for a final classification.

The i-Vector AID classifier uses various UBM sizes (128, 256, 512, 1024) and different factor dimensions (100 to 400 in steps of 50). The different speaker-compensation methods are all linear projection methods: Linear Discriminant Analysis (LDA) [25], Regularized LDA (R-LDA) [26], Semi-supervised LDA (SDA) [27], and Neighbourhood Component Analysis (NCA) [28].

The i-Vectors are derived directly from the feature vectors over an entire utterance. Each feature vector is composed of 62 dimensions, which includes 13 MFCCs that have been normalized to a standard normal distribution with a three second time window, concatenated with the respective shifted-delta cepstra (SDC) features, calculated with a 7-1-3-7 parametrization. The feature vectors from training and test utterances are used to construct multiple i-Vectors per utterance, dependent on the i-Vector configuration. LDA classification is used for i-Vectors projected with LDA/R-LDA/SDA, whilst Euclidean 1-Nearest Neighbour classification is used with NCA projections. During testing, the i-Vectors of an utterance are evaluated by the different classifiers, and a Genetic Algorithm (GA)-optimised majority voting technique is used to give the final classification. The i-Vector AID system utilized in this work is described fully in [4].

#### 5.2. Phonotactic AID

Our second AID system is based on parallel phone recognition followed by Language Modelling (PPLLM), another popular technique in language/accent/dialect identification [29, 30]. Our
implementation is similar to [3]. The idea is to exploit the fact that the rate of utilization of certain phonetic sequences can provide information about the underlying accent. There are three stages to this system:

5.2.1. Phone recognition
The speech signal is converted into a sequence of phones using either our baseline (section 4.1) or one of our 14 accent-adapted (section 4.2.2) ASR systems. This system differs from that described in [3] in that we use multiple ASR systems for different accents rather than different languages. Each of these systems is expected to perform better on accents that are similar to the one it was trained on and poorly on the rest. As with multiple-language PPRLM systems, the hope is that the different ASR systems will capture complimentary information that can subsequently be exploited using fusion. All systems use the same bigram phone-level language model, constructed using the WSJCAM0 SI and ABI training subsets.

5.2.2. Vectorization
For each \( n \) and each of our 15 ASR systems, we can, in principle, construct a separate \( n \)-gram-based AID system. Let \( D_n \) be the number of different \( n \)-grams that occur in the training data. For each utterance, a \( D_n \) dimensional \( n \)-gram probability vector is computed as in [31]. In these experiments we used values of \( n \leq 5 \). The final choice of \( n = 4 \) was made empirically using cross-validation.

5.2.3. SVM backend
Finally, for each \( n \) and each ASR system, a SVM \( n \)-gram language model is trained for each accent on the vectors from utterances in the training sets [32]. During recognition, a phone sequence is extracted from the test utterance using the ASR system. The resulting \( D_n \) dimensional probability vector is then evaluated with the various class SVMs to obtain a classification. In our system, the final result of PPRLM is obtained by fusing the outputs of 15 individual phonotactic systems (15 accent-dependent phone recognizers with 4th order \( n \)-gram SVM accent classifiers), using Brummer’s multi-class linear logistic regression (LLR) toolkit [33].

5.3. AID performance
In our AID experiments all 285 ABI speakers were divided into three equal sized subsets. Gender and accent were distributed equally in each subset. A “jack-knife” training procedure was used in which two subsets were used for training and the remaining subset for testing, so no speaker appeared simultaneously in the training and test sets. SPA utterances from each ABI speaker was only used for testing and not for training. An AID result is available based on the SPA recording for each of the 285 ABI subjects. The overall AID error rates are 18.95% for i-Vector AID and 19.30% for phonotactic AID.

6. Experiments
All of the following speech recognition experiments are conducted on the SPA data from each of the speakers in the ABI corpus. Hence the content of each test file corresponds to the same text. The optimal values of experiment parameters (e.g. MLLR regression class threshold) were obtained empirically using cross-validation.

6.1. Baseline experiment on the ABI corpus (B0)
We used the baseline WSJCAM0 speech recognition system with the extended WSJ0 5k bigram grammar to recognise the SPA recording for each subject in the ABI corpus. The purpose of this experiment was to measure the effect of regional accent on the performance of a ‘standard’ British English ASR system.

6.2. SSE adaptation (B1)
We were concerned that performance improvements resulting from accent adaptation might actually be due to adaptation to the ABI task. Since the recordings in WSJCAM0 are already close to see, by adapting the baseline system using the ABI see adaptation data and then testing on all of the ABI accents we can measure the amount of task adaptation. This is the purpose of B1.

6.3. Accent-dependent models - ‘correct’ accent (B2)
In these experiments we use the ‘correct’ accent of each ABI subject to apply the correct accent-dependent models. Accent adaptation of the baseline WSJCAM0 system is described in Section 4.2.2.

6.4. Unsupervised (S0) speaker adaptation
The AID-based model-selection ASR experiments that follow use AID results from 43.2s of speech. This raises two questions: (1) Is it better to use this speech for AID, so that an accent-dependent model can be selected, or directly for speaker adaptation? (2) How much speech from an individual is needed to achieve results from speaker adaptation that are comparable with the use of an accent dependent model? To answer these questions we conducted speaker adaptation experiments for each ABI subject, using unsupervised (S0) MLLR adaptation (Section 4.2.1).

6.5. Accent-dependent models chosen using i-Vector (A0) and phonotactic (A1) AID
In these experiments, for each subject speech recognition is performed using the accent-adapted model (Section 4.2.2) corresponding to the result of AID for that speaker, using either i-Vector-based AID (A0) or phonotactic-based AID (A1).

6.6. Accent-dependent models followed by unsupervised speaker adaptation - (BS) and (AS)
For each speaker, model selection is applied, based on either the “true” accent (BS) or the one determined by phonotactic AID (AS), to obtain an “accent adapted” acoustic model. Unsupervised MLLR speaker adaptation is then applied to that model and recognition is performed.

7. Results and discussion
A summary of results for all tested methods is given in Table 2. Surprisingly, although the AID error rates for i-Vector-based and phonotactic-based AID are quite high, the corresponding ASR %WERs are close to that obtained with the ‘correct’ accent model (B2). Specifically, the WER obtained with the ‘true’ accent model is 14.7%, compared with 15.2% for model selection using i-vector-based AID (A0) and 15.3% using phonotactic-based AID (A1).

Regarding speaker adaptation, Table 2 compares the performance of unsupervised model selection using 43.2s of speech and unsupervised speaker adaptation using up to 221s of speech. The performance obtained with unsupervised speaker adaptation is never as good as unsupervised model selection using AID, using either i-Vector or phonotactic AID, even if speaker adaptation is given five times more adaptation data.

A more detailed breakdown of results of individual systems is shown in Figure 1. The accents are ordered on the horizontal axes according to the baseline B0 results. As one would
Table 2: Comparison of results for all experiments

<table>
<thead>
<tr>
<th>Experiment</th>
<th>B0</th>
<th>B1</th>
<th>B2</th>
<th>S0</th>
<th>A0</th>
<th>A1</th>
<th>BS</th>
<th>AS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data from test speaker(s)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>48.0</td>
<td>101.5</td>
<td>136.0</td>
<td>221.0</td>
<td>43.2</td>
</tr>
<tr>
<td>WER (%)</td>
<td>26.0</td>
<td>28.7</td>
<td>14.7</td>
<td>20.37</td>
<td>18.75</td>
<td>18.99</td>
<td>17.83</td>
<td>15.2</td>
</tr>
</tbody>
</table>

expect (assuming that WSJCAM0 is close to ‘standard’ British English), the best performance of the baseline WSJCAM0 system (B0) is for standard British English (sse) (8.7 %WER). The poorest (59 %WER) is for the Glasgow accent (gla). Error rates tend to be higher for the northern English accents, and lower for the southern accents. The word error rates for the Scottish Highland (shl) and Ulster (uls) accents are grouped with the northern English accents.

Looking at the results for speaker adaptation (S0), it has already been noted that for accents that are ‘close’ to sse speaker adaptation performs better than accent adaptation, but as the accent moves further from sse the opposite is true. This suggests that for speaker adaptation to work well, it is important that the acoustic model has already been adapted to the speaker’s accent. We test this in experiments (BS and AS), which reduce error rates further. Interestingly, AS, based on phonotactic-AID followed by speaker adaptation performs better than B2, which uses the “correct” accent, despite the AID error margin for A1.

Finally, we assert that the comparisons made in these experiments are “fair”. Although the underlying accent-dependent models have certainly been trained with far more data that is used for speaker adaptation, the key practical question is whether a good accent-dependent model can be reliably selected using the same small amount of data that is available for speaker adaptation. We are evaluating the consequences of using this small amount of data in different ways.

8. Conclusions

This paper investigates whether the notion of ‘regional accent’ can be used explicitly to improve ASR performance. Given an average of 43s of data from a new speaker, three alternative approaches to accent-dependent ASR model selection are investigated, namely using the acoustic model for the speaker’s “correct” accent and using the acoustic model for the accent chosen by two different unsupervised AID systems. In fact, all three methods give similar performance, which is significantly better than the performance obtained with the baseline, accent-independent model. The relative reduction in ASR error rate compared with the baseline WSJCAM0 system is 47% for models chosen according to the “correct” accents followed by speaker adaptation, and 42% and 41% for ASR models selected using i-Vector or phonotactic based AID, respectively. Interestingly, the performance obtained with AID model selection does not appear to be very sensitive to the accuracy of the AID system, with AID error rates ranging from 18.95% to 19.30% leading to similar ASR error rates.

Compared with unsupervised MLLR-based speaker adaptation, both AID-based model selection methods show substantial benefits. Both methods outperform unsupervised speaker adaptation, even if the latter uses five times more adaptation data.

These experiments demonstrate the utility of AID based model selection for practical ASR, where the unsupervised nature of AID is particularly advantageous. Given the apparent insensitivity of ASR performance to AID error rate, it will be interesting to apply the same methods to shorter enrollment utterances, since it would be desirable for an ASR system not to require around 40 seconds of data for reliable model selection. An alternative to model selection is to use AID measures to identify a set of known speakers that are acoustically and phonologically close to a new test speaker, and to estimate the parameters of a new model from these speakers’ data or models.
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