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ABSTRACT

This paper describes a vision system that classifies web-
images containing people. It works by identifying skin-
coloured regions, extracting very simple features from
these regions and making a classification decision. A
two-stage skin filtering algorithm using likelihood ma-
trices in HSV space followed by some local clustering
works well. Our conclusion is that a simple approach
using low-level features can work as well as much more
complicated methods.

1 CONTEXT

Many enterprises are concerned to detect and restrict
the circulation of material considered pornographic.
The concerns are often practical and centre on the loss of
communications bandwidth, disk storage and staff time
as a result of unwanted material circulating in the or-
ganisation but also legal liability may arise because, if
the content is pornographic or indecent then, in some
countries, there is a possibility for prosecution. An ex-
position of these issues can be found elsewhere [1].

2 SKIN FILTERING

Algorithms to identify human skin form a common mod-
ule in many computer vision systems ( [2–4] for exam-
ple) and are usually based on colour. The objective is to
choose a colour space in which the skin pixel (pel) clus-
ter is as compact as possible and Table 1 lists several
colour spaces have been proposed for this task.

Colour space Components
RGB r, g, b
HSV [5] h, s, v
Log opponent [6] I,Rg, By

Normalised RGB [7] Two of r̄, ḡ, b̄

Comprehensive [8] Two of r̃, g̃, b̃

Table 1: Colour-space conventions. For the normalised
RGB and the comprehensive normalisation intensity
variation is removed so one colour component is a linear
combination of the other two.

The HSV colour space [5] may be derived from the
RGB space as

v = max(r, g, b), (1)
s = d/v, (2)

h =




g−b
6d r = v

2−r+b
6d g = v

4−g+r
6d b = v

(3)

where d = max(r, g, b) −min(r, g, b). The log opponent
space [4]

I = log g, (4)
Rg = log r − log g, (5)

By = log b − log g + log r

2
(6)

is an attempt to attempt to model the human vision
system’s opponent colour representation [9]. The con-
tention is that at least one of the log-opponent channels
is insensitive to melanin content [4].
Alternatives to three-channel spaces derive from

colour constancy algorithms in which the aim is to re-
move variations in colour due to either illuminant angle
or colour. We examine two: a simple normalised RGB
space known as chromaticity space that is popular in
skin filtering [7] which removes the effect of lighting ge-
ometry

r̄ =
r

r + g + b
, ḡ =

g

r + g + b
, b̄ =

b

r + g + b
(7)

and also an iterative comprehensive scheme [8] that re-
moves the effects of lighting geometry and illuminant
colour. In the first stage

r′ =
r

r + g + b
, g′ =

g

r + g + b
, b′ =

b

r + g + b
(8)

and in the second stage

r̃ =
2r′∑

all pels r′
, g̃ =

2g′∑
all pels g′

, b̃ =
2b′∑

all pels b′
(9)

The algorithm iterates (8) and (9) until the maximum
variation in r̃, g̃ or b̃ from one stage to the next is less



Figure 1: Left: original; Right: corresponding likelihood
image normalised in the range 0 (black) to 1 (white).

than 1%. In practice this usually takes only a couple of
iterations provided pixels that have near zero intensity
are masked-out of the normalisation 1.
The pixels that are labelled as skin in the training set

may be projected into each colour space to form a skin
cluster which may itself be normalised via a conventional
Mahalonobis projection (principal component analysis).
If the column vector ei is the ith eigenvector of the
correlation matrix of the colour vector, c. Then ith
component of the normalised colour is

ci =
1√
λi

(c − E {c})T ei (10)

where c = [r, g, b], [h, s, v], two of [r̄, ḡ, b̄] or two of
[r̃, g̃, b̃]. Thus the skin cluster is transformed to one cen-
tred on 0. Choosing all pixels that have a projection in
this new space of length less than some value is a method
of identifying skin pixels and it has been shown that once
such a threshold is selected the choice of colour space is
not critical [1]. This is a somewhat surprising conclusion
given previous reports but images acquired from the web
have often been heavily processed “by eye” to, for ex-
ample, reduce the number of colours and to correct for
skin tone and this might account for the difference. A
further observation is that intereflections within images
can often be significant enough to mask the advantages
of colour constancy algorithms [10].
An alternative approach to modelling the data

with an elliptically shaped Gaussian distribution ((10)
amounts to this) is to compute the likelihood

L(c|skin) = Pr{c|skin}
Pr{c|not skin} (11)

for a quantized colour space. Figure 1 shows the like-
lihood of pixel colours for an example image using a
likelihood histogram with 253 bins. Likelihood images
such as the one shown on the right of Figure 1 may be
used to produce segments that represent regions of skin

1The masking level is usually set by eye so here we present the
best results obtained over varying the masking level from 0 to 0.3
in steps of 0.05.

by thresholding the likelihood image at the odds set by
the ratio of the priors. However care is needed to avoid
two common problems. The first is that an image may
contain many isolated pixels that have the same colour
as skin but are associated with the background (exam-
ples of such pixels can be seen to the left of the woman’s
head in the image on the right of Figure 1). The second
problem is that for any particular image the likelihood
distribution is not guaranteed to contain the mode of the
training set likelihood distribution which can cause like-
lihood values to be unfeasibly low. In the image on the
right of Figure 1 for example, the skin segments associ-
ated with the woman’s torso do not appear to have high
likelihood values and skin pixels can be missed. How-
ever a legitimate assumption is that skin regions are of
reasonable area compared to the total image area and
contain a locally maximum likelihood value. We there-
fore use a region-growing algorithm that uses as its seed
points likelihood local maxima above a certain thresh-
old. The regions are grown out to a lower likelihood
threshold.
The region growing algorithm used here is based on

a morphological scale-space process referred to as a
sieve [11, 12]. The algorithm operates by identifying
extremal regions in an image and “slicing-off” these ex-
tremal regions to the next most extreme value. The
differences between successive stages are called gran-
ules and correspond closely to the region of support for
sharp-edged objects. Since small granules are contained
within large ones they form a tree [13]. The putative
skin regions correspond to the largest area granules with
an underlying likelihood above a lower likelihood thresh-
old.

Figure 2: The left image shows the skin mask produced
by thresholding the sieved likelihood image (shown on
the right of Figure 1). This mask is then used to de-
fine a colour cluster which is then projected using (10).
The Mahalanobis distance is shown in the centre image
(black is zero indicating the pixel is similar to the mean
skin colour). This distance is then thresholded to give
(right) the final mask

These regions are then used to build a new local def-
inition of skin and non-skin regions and hence a new
segmentation may be computed. This second step im-
proves the results for images containing skin types that
are under-represented in the training set. In the final



operation each skin segment is forced to have zero Eu-
ler number by flood filling any interior regions. Figure2
illustrates this sequence of operations.
This likelihood segmentation approach has been

tested using a second database consisting of 950 training
images and 950 test images manually segmented to pro-
vide the ground truth. The performance may be sum-
marised through two-class confusion matrices:

P =
[

p(s̄|s̄) p(s|s̄)
p(s̄|s) p(s|s)

]
=

[
0.82 0.17
0.18 0.83

]
(12)

where, for example, p(s̄|s) denotes the probability that
a pixel from a skin region is classified as one from a
non-skin region. Equation (12) gives a typical result for
a 253 bin system operating in HSV space which is our
current preferred compromise between performance and
storage. We use this system for the remainder of the
paper.

Figure 3: Example segmentations

Figure 3 shows some example segmentations for im-
ages in the test set. As expected the high resolution
images (second from left on top and bottom of Fig-
ure 3) give qualitatively better results than the low reso-
lution images but, provided the test images contain skin

colours that were in the training set the automatic seg-
mentations are close to those obtained manually. Having
identified areas of skin it is necessary to extract higher
level features on which to distinguish the classes of im-
age.

3 CLASSIFICATION

The data have been hand-classified into five categories:
pornography (nude pictures that show genitalia or sex-
ual acts); nude; people (showing people in all poses not
covered in other categories showing people); portraiture
(which is restricted to head and shoulders portraits of a
type prevalent on the web); miscellaneous and graphics
(containing computer generated web graphics, buttons
and so on). There are suggestions for high-level features
based on grouping of skin segments [4] that might dis-
tinguish these classes but here we have a requirement
to process the images speedily so are interested to try
simpler features. For each blob in the image we have
computed: area; x-centroid; y-centroid; the length of
the major axis of an ellipse with the same second-order
moments as the blob; the length of the minor axis of the
same ellipse; the eccentricity of the ellipse; the orienta-
tion of the ellipse; the area of a convex hull fitted to the
blob; the diameter of a circle with the same area is the
blob; the Solidity (the proportion of the convex hull area
accounted for by the blob) and the Extent (the propor-
tion of the area of a rectangular bounding box accounted
for by the blob). These features are ranked using the
mutual information of the class given the single feature.
Doing this gives the subset of features that we use: the
area of the largest blob; its centroid co-ordinates and
the major and minor length of the fitted ellipse and its
orientation. The performance of these features is evalu-
ated using a conventional k-nearest neighbour classifier
with k = 1, 3 or 5 implemented, for speed, via the Mul-
tiedit and Condense algorithm [14]. A typical confusion
matrix (k = 1) is

P =




0.73 0.12 0.01 0.02 0.11 0.01
0.50 0.12 0.02 0.08 0.26 0.02
0.03 0.08 0.15 0.05 0.51 0.18
0.28 0.11 0.08 0.13 0.34 0.06
0.20 0.07 0.05 0.13 0.46 0.09
0.01 0.01 0.06 0.03 0.09 0.80



(13)

where P has elements [P ]ij which is the probability of
classifying as class j given that the image is in class i.
The results for k > 1 are slightly worse but do not differ
much from those above. There are many non-serious
confusions (nude pictures (class 2) are often classified
as pornography (class 1)) but also a few serious ones.
Portraits (class 4) are often classified as pornography.
Although this is worrying, a solution may exist by using
a conventional face finder.
Defining two meta-classes as “unwanted” (porn (1)

and nude (2)) which we denote u and safe (all other



classes), s, gives the two-class confusion matrix

P =
[

p(u|u) p(s|u)
p(u|s) p(s|s)

]
=

[
0.81 0.19
0.23 0.77

]
(14)

4 CONCLUSIONS AND FURTHER WORK

This paper has provided evidence of a successful skin
segmentation algorithm and suggested how this might
form part of an automated pornography detector with a
performance that compares favourably to more complex
alternatives [4].
We are currently addressing the extension to different

skin types – the current system has some robustness to
melanin content but not enough – and the investigation
of special detectors for known failure modes. Face detec-
tors are an obvious example and we have implemented
a number of systems using commercial face finders.
A further refinement is to consider the prior class

probabilities. Currently the test and training sets do
not have equal numbers of data in each class. This is the
correct training strategy [15] provided that the training
set contains data that occur at rates that are representa-
tive of real situations. These data were collected during
real browsing sessions but it is probable that there may
be significant variations in priors between users. We are
currently investigating this.
A final observation is that even quite simple use of

image side-data can further improve the performance.
An example is the coding method: web designers tend
to use jpg and gif codings for rather different types of
image. This is illustrated in equations 15 and 16 which
give the confusion matrices when the features are aug-
mented with a feature that is the length of the image
colourmap.

C =




0.84 0.04 0.00 0.01 0.11 0.00
0.65 0.04 0.00 0.09 0.22 0.00
0.41 0.03 0.00 0.08 0.49 0.00
0.31 0.07 0.01 0.18 0.41 0.01
0.36 0.03 0.01 0.10 0.50 0.00
0.00 0.00 0.00 0.00 0.00 1.00



(15)

and

M =
[
0.85 0.15
0.31 0.69

]
(16)

The number-of-colours feature reduces the false alarm
rate on the graphics class to zero which gives error re-
ductions for the other classes.
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